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Plasticity at Hebb synapses. Two target
neurons in the LGN have inputs from differ-
ent eyes. Inputs from the two eyes initially
overlap and then segregate under the influ-
ence of activity. (a) The two input neurons in
one eye (top) fire at the same time. This is
sufficient to cause the top LGN target neuron
to fire, but not the bottom one.The active in-
puts onto the active target undergo Hebbian
modification and become more effective.

(b) This is the same situation as in part a,
except that now the two input neurons in the
other eye (bottom) are active simuftaneously,
causing the bottom target neuron to fire.

(<) Over time, neurons that fire together wire
together: Notice also that input cells that fire
out of sync with the target lose their link.
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Lab 8 Simulating Memory Networks 

Names __________________________
[All questions for this lab report are to be answered AS A GROUP]
1. In the table below, indicate what the threshold level of noise is for which it no longer ‘works’, i.e. the maximum amount of noise for which the memory network still does works. Below that indicate how the threshold level relates to the number of memories.
	
	2 (best) memories
(Activity 2)
	4 memories
(Activity 1)
	6 memories
(Activity 3)

	Threshold level:
	
	
	


Which of the following best describes your observed data?

a. As the number of memories increases, the threshold level of noise increases.

b. As the number of memories increases, the threshold level of noise decreases.

c. There is no relationship between the number of memories and the threshold.
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In the graph below, plot the % of exact matches as a function of the number of memories and the amount of noise (just use the values 2, 6, & 10).
3. In relation to the definitions given on page 726, what type of memory is being simulated in this lab?
a. Declarative, b. Nondeclaritive, c. Procedural, d. Implicit

4. [Critical Thinking] As part of activity 1 you made a guess for the outcome with num_flips=20 and then you measured it. First state how well your guess matched the actual value and then discuss why that might be the case.
5. [Critical Thinking] As part of activity 2 you first determined the similarity of memories D/M and then J/C and then you measured the network performance with the two pairs. First state how the network performance related to similarity, i.e. was it better for the more or less similar pair, and then discuss why that might be the case.
6. In activity 3 you determined that network performance decreased with an increasing number of memories. Relate this principle to both short-term memory (p 729), which presumably uses a relatively small network of neurons, and long-term memory (p 728), which presumably uses a relatively large network of neurons. 
a. The simulated network is more comparable to short-term memory due to the time in which the memories lasted.
b. The simulated network is more comparable to long-term memory due to the time in which the memories lasted. 

c. The simulated network is more comparable to short-term memory due to the number of memories that it could store.

d. The simulated network is more comparable to long-term memory due to the number of memories that it could store.

7. The figure below is from your textbook (page 710). Relate the principles of the synaptic connections from this lab to what is shown in the figure in terms of positive, negative, or no synaptic connections by choosing from the options in the brackets. There are 9 different places to choose between the options.
Initially, the top neuron in the left eye is connected to the top layer of LGN with a strong positive connection [+2, +1, 0, -1, -2], the bottom neuron in the left eye and top neuron in the right eye are each connected to the top and bottom layers of the LGN with a weak positive connection [+2, +1, 0, -1, -2], and the bottom neuron in the right eye is connected to the bottom layer of the LGN with a strong positive connection [+2, +1, 0, -1, -2]. After a period of Hebbian modification during which the left eye neurons repeatedly fired with the [top, bottom] layer of LGN and the right eye neurons repeatedly fired with the [top, bottom] layer of the LGN, the new pattern of connections is that both of the left eye neurons are connected to the top layer with a strength of [+2, +1, 0, -1, -2] and the bottom layer with a strength of [+2, +1, 0, -1, -2] whereas the right eye neurons are connected to the top layer with a strength of [+2, +1, 0, -1, -2] and the bottom layer with a strength of [+2, +1, 0, -1, -2].[image: image1.png]
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